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An Introduction to Digital Technology and 
Mordern Banking
1. Comprehensive and Systematic Analysis 

It systematically examines the underlying logic,  technical principles and application scenarios of digital technologies in modern banking. 
It reveals how digitalization reshapes banking economies of scale and scope from an economic theory perspective.

2. Multi-Domain  Coverage
Covers digital applications in core banking functions (marketing, credit granting, risk control) with real-world cases. 
Explores innovative practices in rural revitalization, ESG, green/low-carbon development, and modernizing social governance.

3. Focus on Human-Centric Transformation
Addresses profound impacts of digital technologies (e.g., big data + AI) on banking.
Emphasizing cultivation of interdisciplinary talent to trains students to apply digital literacy within business contexts of bank digitalization.

4. High Practical Utility
Serves as both an accessible textbook for university economics and finance programs and an essential training reference resource for banking 
professionals navigating digital transformation.
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My working 
experience in CCB
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CCB’s Production Park near ZUEL across the south lake
                       (Direction from Wentai Building to the Park) 
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Contents：
1. Understanding the Era’s Characteristics and the Wealth Code
       Digital, Intelligent, and Green Transformation

2. New Paradigm, New Tools, and New Framework         
    I.   New Paradigm: Digital Technologies & Unstructured Data  
    II.  New Tool: Fine-Tuned Large Financial Models & AI Agents
    III. New Framework: Green Finance and Sustainabable  Development        
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Banks's AI Revolution
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FLMs Development Strategy
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From Open-Source LLMs to Financial Intelligence



Spicific high-impact use cases
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Domain-Specific Reasoning Engine 
      (Custom Fine-Tuning)
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DeepSeek-R1 Specialization



Weakness of large models and the 
RAG solutions
1. Solve the inherent defects of large models 

(1) Hallucinations : Large models (LLM) generate text based on probability, which may output content that seems reasonable but lacks factual basis. RAG enhances the 
accuracy of generated content by retrieving external knowledge bases (such as vector databases and knowledge graphs) to supplement real-time data.

 (2) Lack of knowledge timeliness : The training data of large models has time limit (for example, ChatGPT-3.5 only covers data up to 2021). RAG solves the problem 
of model knowledge lag by dynamically updating the external knowledge base and integrating the latest industry trends, policies and regulations.

 (3) Insufficient coverage of fields : General large models have limited coverage of professional knowledge in vertical fields (such as finance and law), and RAG can be 
attached to the enterprise private knowledge base to improve the accuracy of response in specific scenarios.

 2. Reduce resource input and security risks 

(1)  Reduce fine-tuning cost : Traditional fine-tuning requires a large amount of annotated data and computing power, while RAG only needs to update the knowledge 
base to adapt to new requirements, especially suitable for scenarios with frequent data changes (such as financial market).

 (2) Data security guarantee : RAG allows enterprises to store sensitive data (such as customer financial information) locally to avoid direct invocation of public models 
that lead to data leakage.



3. Improve interpretability and controllability 

(1) The answers generated by RAG can be traced back to specific retrieval documents, which is convenient for verifying the credibility of the source and meets the 
stringent requirements of compliance and transparency in the financial industry.
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Compare the applications of 
with/without RAG  responses

Question (Q): What are the current requirements of the Securities Regulatory 

Commission (SEC) on the deadline for disclosure of major matters by listed 

companies?

• I. If without RAG:

General description, such as "within four trading days after a major 

event".

• 2. If with RAG:

Citing specific rules;

Differentiating between different types of submission deadlines;

Mention the possible consequences;

Emphasis can be placed on electronic submission.

Conclusion: Activating the RAG process helps ensure that models produce more 

accurate, factually consistent, and correctly referenced responses, especially in 

critical financial regulatory scenarios.
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Without RAG With RAG
Listed companies are required to submit 
Form 8-K reports in a timely manner 
after the occurrence of major 
emergencies, usually within four trading 
days. This ensures that the market keeps 
abreast of key developments and protects 
investors right to know.

In accordance with SEC regulations, 
regular disclosures must be filed within   
four trading days   of the occurrence of a 
triggering event in Form 8-K.

in that case ：
•   Regulation FD disclosure (Section 7.01) 
  Mandatory   Same-day filing  ;
•   Earnings revision matters (Article 4.02) 
  The time limit starts from the date when 
the resolution is passed by the board of 
directors.

Failure to report within the time limit 
will result in regulatory accountability   
and loss of   simple registration 
qualification for forms.

Listed companies shall establish a 
complete disclosure and internal control 
system to ensure the timeliness of 
declaration, and  EDGAR system 
electronic submission   is the mandatory 
channel.

Note: The core provisions are based on 
SEC final rule 33-8400 (17 CFR Parts 
228,229,230,239,240 and 249).



RAG process

 1. Indexing  
The embedding model quantizes the document library for storage.

 2. Search
The embedding model quickly recalls similar documents (rough screening).

The reranker model gives a detailed score and ranking of the results (fine ranking).

 

3. Generation
The highly correlated documents after sorting are input into the generative large language model to generate answers.

 

Embedding ensures retrieval speed, and Reranker improves the quality of results. The combination of the two takes into account both efficiency and accuracy.
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Embedding is responsible for the initial screening of candidate texts, and 
Reranker is responsible for the optimization of the order. The two support 
the retrieval quality   of RAG system.
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Take Alibabas Qwen3 as an example: Qwen3-Embedding completes the initial screening of documents, and Qwen3-
Reranker optimizes the sorting, which is used in a multilingual RAG system.



School of Finance
School  of Finan ce

From Traditional Al Assistants to Al Agents

Al Agent is a kind of intelligent entity with the ability to perceive the environment, make decisions and 
perform tasks autonomously. It realizes the closed loop from “thinking” to ‘acting’ by using the big model 
as the “brain” and interacting with the environment through the call of tools. from “think” to “act” through 
the use of tools and environment interaction.

AI agents typically contain the following modules

      Perception                    Knowledge                       Decision                         Execution                        Learning 

2Z

Cultivate civilization and reason, cultivate virtue and benefit the world
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The difference between an AI agent and a 
traditional AI assistant
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Dimensions Traditional AI assistants (like ChatGPT) AI agents

 Competence scope  Information/advice only Planning + execution of complete tasks

 Interactive mode  The text dialogue only Multimodal interaction + tool operation

 Autonomy  Depends on user instructions Proactively perceive the environment and make decisions

 Cases  Driving-asistance VLA simulates the cognitive, decision-making and execution process 
of a human driver


